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ABSTRACT
An effective and efficient learning method, Expert
Network (ExpNet), is introduced in this paper. Ex-
pNet predicts the related categories of an arbitrary
text based on a search of its nearest neighbors in
a set of training texts, and a reasoning from the
expert-assigned categories of these neighbors. Evalu-
ations in patient-record text classification and MED-
LINE document indexing show a performance of
ExpNet in recall and precision comparable to the
Linear Least Squares Fit (LLSF) mapping method,
and significantly better than other methods tested.
We also observed that ExpNet is much more efficient
than LLSF in computation. The total training and
testing time on the patient-record text collection
(6134 texts) was 4 minutes for ExpNet versus 96
minutes for LLSF; on the MEDLINE document
collection (2344 documents), the total time was 15
minutes for ExpNet versus 4.6 hours for LLSF. It is
evident in this study that human knowledge of text
categorization can be statistically learned without
expensive computation, and that ExpNet is such a
solution.

INTRODUCTION
The task of text categorization is to assign predefined
categories to a free text according to its contents
Diagnoses in patient records, for example, need to
be assigned to insurance categories for the purpose
of billing. Citations in a bibliographic database, as
another example, need to be indexed using subject
categories for the purpose of retrieval. Manual cate-
gorization remains the dominant method in practical
databases. MEDLINE, for example, spends over two
million dollars each year for indexing new entries
(about 350,000 per year) by human indexers [1].
There is thus a strong motivation for automatic or
semi-automatic text categorization.
A major problem in automatic text categorization is
the large vocabulary differences between free texts
and canonical categories. That is, a matching method
based on shared words ("word-based matching") in a
text and a category description would be ineffective,

because related concepts are often expressed by differ-
ent words. Using terminology thesauri ("thesaurus-
based matching") attempts to reduce the vocabulary
differences. General-purpose thesauri, however, often
do not have a sufficient vocabulary coverage crossing
different applications [2] [3] [4]. Statistical learning
from human decisions in text categorization is an-
other effort [3] [5] [6] [7], and has shown promising
results in solving the vocabulary difference problem.
Many statistical approaches, however, have a rel-
atively high computation cost. Our Linear Least
Squares Fit (LLSF) mapping method, for example,
while showing significant improvements over word-
based matching and thesaurus-based matching, has a
cubic time complexity for its training, which makes
it expensive to apply this method to very large data
collections. Bayesian belief networks, as another
example, have a similar problem in large applications
[7].
What we need is a statistical learning method which
is highly effective and does not require intensive
training. We have found Expert Network to be such
a solution.

METHOD
Expert Network is designed to predict the category
or categories of an arbitrary text ("the request")
based on previously categorized texts. The basic
idea to search "the nearest neighbors" (NNs) of the
request in a set of training texts, and to estimate
the relevance of a category based on how often this
category is assigned to the neighbors. This idea can
be traced back to the well known NN classification
method which has been studied in pattern recognition
for four decades, and used to classify a point in a
feature space based on a training sample of previously
classified points [8]. The NN approach was later
found useful in word pronunciation (to determine the
phonemes of a novel word according to the pronuncia-
tions of training words) [9] and in text categorization
(to categorize Census Bureau documents, for exam-
ple, according to previously categorized documents)
[10] [11]. These applications were generalized in
a cognitive paradigm, named Memory-based Rea-
soning, and characterized by its implementation on
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Figure 1. Category rankdng via Expert Network.
the Connection Machine parallel computers. Our
recent study has further pursued the NN approach
in both text categorization and retrieval. We use
a network formalism to define the method and to
encode the statistical evidence of human decisions: a
one-layer network is used for text categorization, and
a three-layer network is used for text retrieval [12].
Our focus in this paper is on the effectiveness and
the efficiency of ExpNet in clinical classification and
MEDLINE indexing. In a separate paper, we describe
its practical use in assisting human coding of patient
record texts at the Section of Medical Information
Resources, Mayo Clinic [13].

The Network
ExpNet is a bipartite network as illustrated in Figure
1. It provides empirical linkages from documents to
categories. We use "document" as a generic word
for a text which can be the title plus abstract of
an article in MEDLINE, or a diagnosis or procedure
report in a patient record. A document is treated
as a set of weighted words. The input nodes of
ExpNet are training documents. The output nodes
are the categories of the training documents. The
links between documents and categories are weighted
using the conditional probabilities of a category being
related to a document by human judgment. The con-
ditional probabilities are estimated as the following:

Pr(CkIDj) A

number of times Ck is assigned to Dj
number of times Dj occurs in the sample

where D., . , D,, are unique training documents,
and cl,... cl are unique categories. Note that a
document may have more than one occurrence in
the training sample. Diagnoses in patient records,
for example, often repeat. MEDLINE documents,
as another example, are unlikely to repeat; however,

some may become identical if an aggressive "stoplist"
is applied to remove non-informative words. Conse-
quently, the number of times a category is assigned
to a document may also be more than one.

Category Ranking
The category ranking via ExpNet consists of two
steps. The first step is to compute the similarity
between a given document (the request) and each
training document, using the conventional "cosine-
measure":

sim(X, Y) def

EtiE(XnY) Xi X Yi

NIX1 + X2 + X3 +,..x/y+ y+...
where

X and Y are two documents;

ti is the ith word in the document vocabulary;

xi is the weight of word ti in X;
yi is the weight of word ti in Y.

For word weighting, we adopted the commonly used
schemes as options, including binary weights, within-
document term frequency (TF), Inverse Document
Frequency (IDF), and the combination TFxIDF [14].
After the similarity values of training documents
are computed, these values are propagated to
the document-to-category links, multiplied by the
weights of these links, and summed at the category
nodes. This results in a weighted sum of the condi-
tional probabilities, which we use as the estimated
relevance score of a category with respect to the
request,

n

rel(ckIX) k Zsim(X,Dj) x Pr(Ck 19Dj) (1)
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Optimization

While using a weighted sum of the conditional prob-
abilities is a reasonable way to estimate the relevance
of a category, the question is whether we should count
all the training documents as the neighbors of an

input document. In other words, should we just count
the few nearest neighbors and ignore the remaining
ones? Would we gain improvement by doing so? To
answer these questions, we tested different choices on

n' (n' < n) where n' is the number of selected NNs.
Formula (1) is therefore modified as below,

rel(ck X) , x: sim(X,Dj) Pr(CkIDj) (2)
D j E S

where S is the set of the n' top-ranking documents.

We used a collection of MEDLINE documents for this
test (MEDCL in the next section). We arbitrarily
picked a quarter (586 documents) of the total (2344
documents) for training, and used the remaining ones

(1758 documents) for testing. There was no over-

lap between the training documents and the testing
documents. The NN selection thresholds were set to
n' = 1, 5, 10, 20, 30, ..., 586. For each value of n' we

computed the precision values at recalls of 10%, 20%,
... 100% and averaged them for a global measure.

Figure 2 shows the result curve. The interesting
points are:

(1) the poorest result occurred when n' = 1;

(2) the best result occurred when n' = 30;

(3) for n' > 30, the performance slowly decreased
and converged to the level of selecting all the
documents (n' =586).
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Figure 2. The effect of document selection

These testing results suggest:

(1) the top-ranking document by itself would not
give sufficient information about the categories of
the request, if there is only a partial match between

the request and the top-ranking document;

(2) a few top-ranking documents together are much
more informative about the contents (categories)
of the request;

(3) after a certain point, counting more documents
with lower similarity values only contributes noise.

Note that the above observations are based on the
test where the training documents and the testing
documents are different. This is typically true for
bibliographical documents but not necessarily true
for patient-record texts because diagnoses or proce-

dure reports are relatively short and often repeat.
Our experiences in patient-record text categorization
suggest to use the following rules for NN selection:

(1) choose the top-ranking training document if its
similarity score is 1 or "sufficiently" close to 1;

(2) choose the n' top-ranking training documents
otherwise.

The parameter n' can be empirically determined. For
a patient-record text collection (SURCL in the next
section), we found that n'=10 is the best setting; for
the MEDLINE documents, around 20 or 30 are the
best choices. The point is, the optimal threshold is
application dependent, and the choice should be left
to application and experiment.

EVALUATION
Two text collections were chosen for evaluation, and
three different categorization methods were tested for
the comparison with ExpNet.

Data Sets

SURCL: a collection of surgical reports from patient
records in the Mayo Clinic archive. About 1.5 million
patient records are manually coded each year at Mayo
for the purpose of billing and research. From the 1990
surgical reports, we arbitrarily chose a cardiovascular
subset which contains 6150 procedure/category pairs.
We sorted these pairs by category and split them into
odd and even halves. The odd-half was used as the
training set, and the even-half was used for testing.
The average length of texts was about 9 words; 99.8%
of them had a uniquely matched category; the rest
had two or three categories. There are 281 cate-
gories in the cardiovascular subdomain, the procedure
volume of the canonical classification system ICD-
9-CM (International Classification of Diseases, 9th
Revision, Clinical Modifications).

MEDCL: a collection of MEDLINE documents.
This data set was originally designed for an evalua-
tion of the Boolean search of MEDLINE retrieval [15],
and has been used for evaluations of other retrieval
and categorization systems [1] [3] [4]. The categories
of the documents were assigned by MEDLINE index-
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Figure 3. Different methods on MEDCL

ers; about 17 categories per document on average,
and 4020 unique categories in total. The average
number of words per document was 168. We arbi-
trarily used a quarter of the documents for training,
and the remaining ones for testing.
A preprocessing was applied to these texts or docu-
ments to remove punctuation and numbers, and to
change uppercase letters to lowercase; neither stem-
ming nor removal of noise words was applied. The
parameter n' in ExpNet was set to 10 for SURCL,
and 30 for MEDCL.

Methods for Comparison with ExpNet
LLSF, a statistical learning method which uses the
same kind of training data as used in ExpNet, that is,
a training sample of manually categorized documents.
LLSF computes a mapping function from a document
space to weighted combinations of categories. This
function guarantees the globally minimized squares
error in the mapping.
STR (STRing matching) is our implementation of
a category ranking method based on shared words.
STR represents documents using free words in the
documents, and categories using the words in their
canonical descriptions. Binary word weights are used
for either case. The cosine-similarity between a doc-
ument and a category is used as the relevance score

of the category.

SMART, developed by Salton's group [2], is one of
the most representative retrieval systems. SMART
provides a word-based matching mechanism and al-
lows the use of statistical word weights. We use

the SMART software to test the effects of statistical
weights on word-based matching. Relevance feedback
is not used because it is not applicable [3]. Doc-
uments and categories in the tests of SMART are

represented in the same way as in STR, except the

Figure 4. Different methods on SURCL

binary word weights are replaced by the statistical
word weights of SMART. The default parameter set-
tings were used in the tests, including word weighting
options TF ("nnn" in the SMART nomenclature)
and TFxIDF ("atc"). We will refer to the better
result (using TFxIDF) among these two choices in
the comparison of SMART with other methods. No
claim is made that this result is the best possible for
SMART.

Results
Figures 3 and 4 show the testing results on MEDCL
and SURCL. All the methods had a better result
on SURCL than their performance on MEDCL, in-
dicating that the former was an easier task than the
latter. Nevertheless, the relative differences between
the methods are more interesting in this comparison.
SMART had better performance than STR, indicat-
ing the advantage of its statistical word weighting
over the binary weighting of STR. ExpNet and LLSF
had a similar performance, and both significantly
outperformed SMART and STR, showing the benefit
of learning human knowledge. By setting SMART as

the base of the comparison, the relative improvements
of ExpNet and LLSF are between 43.4% and 114.4%.
While ExpNet and LLSF were almost equally ef-
fective (under the condition that parameter n' in
ExpNet was properly chosen), they differed signifi-
cantly in computational efficiency. Our current im-
plementation of LLSF uses the LINPACK algorithm
for singular value decomposition, which has a time
complexity approximately cubic in the number of
training documents [6]. In ExpNet, on the other
hand, the major computation is to find the nearest
neighbors of a request in the training documents.
Such a computation can be done in time approxi-
mately linear in the number of training documents
[12]. The training of LLSF on MEDCL, for exam-
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ple, took about 2.25 hours of CPU time on a SUN
SPARCstation 10, while the training of ExpNet took
only 16 seconds. The testing (categorization) was
5 seconds per document for LLSF and 0.4 seconds
per document for ExpNet. Counting the total time
including training and testing as a global measure,
the computation on MEDCL took 4.6 hours in LLSF
but only 15 minutes in ExpNet. On the SURCL set,
as another example, the total time was 96 minutes in
LLSF and only 4 minutes in ExpNet.

DISCUSSION

To summarize this paper, a major problem in au-
tomatic text categorization is the large vocabulary
gap between free text and canonical categories. The
vocabulary gap makes the matching methods based
on shared words unavoidably ineffective. ExpNet,
with its capability of learning from human catego-
rization decisions, solves this problem effectively and
efficiently.
The effectiveness and efficiency come from the intel-
ligent use of lexical similarity. ExpNet uses lexical
similarity to allocate a request to a neighborhood of
training documents where human assigned connec-
tions to the related categories are available. The
lexical similarity scores of training documents also
provide a means to weight and integrate local esti-
mates into a global measure. Since ExpNet does not
break training documents into individual words, no
assumption of independence among words is made or
used in category ranking. Such a use of training doc-
uments also keeps the computation of ExpNet much
simpler than other statistical learning methods. In
LLSF and Bayesian belief networks, for example, the
word-category connections have to be made explicitly
in their models, which requires intensive computation
for the learning.
In conclusion, the simplicity of the model, the ef-
fective use of human knowledge, and the efficient
computation together make ExpNet a preferable so-
lution to pursue for text categorization. A potential
problem we have not focused on in this paper is the
real-time response of ExpNet. Since it requires an
on-line search of the NNs, the computation must be
done in a few seconds. This would be a computational
bottleneck when the training sample is very large.
Employing parallel computing or distributed com-
puting over multiple computers through networking
remains the focus of our future research.
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